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AN ENTIRE GENERATION is losing faith in American capitalism. Widening inequality and 
declining mobility have led to an erosion of trust in the system. In a 2018 Gallup survey, 
only 45 percent of young adults said they supported capitalism. Fifty-one percent 
supported socialism. 

These numbers are stark, and so are the failures that underlie them, but history 
suggests that the failures can be addressed. Inequality has been high before, and 
American society found ways to reduce it; opportunity, too, can be widened by smart 
public choices. Fixing the system will not be easy, but we have the tools we need, if we 
can find the political will to use them. 

Capitalism faces another threat, however, and it may prove more fundamental: 
Americans’ growing reliance on technologies—smartphones, social media, gaming 
consoles, shopping sites—that have become predatory and are quickly becoming more 
so. These gadgets and platforms have been integrated into nearly everything we do. 
Reaching for your phone to read a text, peruse your Instagram feed, or play a round of 
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Candy Crush has become second nature, an involuntary response to even the shortest 
bout of boredom. This reliance—addiction is a better word for it—is undermining basic 
tenets of the American economic model. 

In a well-functioning market, consumers have the freedom to act in their own self-
interest and to maximize their own well-being. Prices are transparent, and people have 
a basic level of trust that exchanges of goods, services, and money benefit all parties. 
Consumers, it is assumed, are discerning and rational in the face of the market’s 
blandishments—an assumption that is crucial to the whole system’s ability to produce 
social good. Of course, markets have never functioned in the real world exactly as they 
do in economics textbooks. But in the U.S., the system has tended to work, allocating 
resources efficiently, generating growth, and improving the living conditions and welfare 
of most people. 

But the new powers in the digital age have built their business models on strategies—
enabled and turbocharged by self-improving algorithms—that actively undermine the 
principles that make capitalism a good deal for most people. Their aim is not merely to 
gain and retain customers, but to create a dependency on their products. 

From September 2017: Have smartphones destroyed a generation? 

Carmakers, appliance manufacturers, and cosmetics conglomerates have always been 
happy to prey upon their customers’ desires and insecurities if doing so might stoke an 
irrational desire to buy their products. But their methods—advertising, primarily—are 
crude compared with the sophisticated tactics available to today’s tech giants. The 
buzzes, badges, and streaks of social media; the personalized “deals” of commerce 
sites; the camaraderie and thrilling competition of gaming; the algorithmic precision of 
the recommendations on YouTube—all have been finely tuned to keep us coming back 
for more. And we are: The average person taps, types, swipes, and clicks on his 
smartphone 2,617 times a day. Ninety-three percent of people sleep with their devices 
within arm’s reach. Seventy-five percent use them in the bathroom. 

The sway these technologies have over us is unhealthy, and the ways in which they can 
worsen our social relationships and our discourse are worthy subjects of public concern. 
But addiction to technology poses another threat, too. When we are too hooked on our 
phones and feeds to make decisions that align with our own self-interest, the free 
market ceases to be free. 

WHERE AN AFFINITY ends and addiction begins is not always clear, but when it comes 
to our relationships with technology, the signs of addiction are manifest. We are 
spending more and more hours online, forgoing time with loved ones. Deprived of a 
decent Wi-Fi connection, we grow irritable. We risk life and limb to send texts from the 
road. In a 2019 Common Sense Media survey of 500 parents, 45 percent confessed to 
feeling at least somewhat addicted to their phone. Among parents whose children had 
their own phone, 47 percent said they believed that their kids were addicted too. 
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Many technology companies engineer their products to be habit-forming. A generation 
of Silicon Valley executives trained at the Stanford Behavior Design Lab in the Orwellian 
art of manipulating the masses. The lab’s founder, the experimental psychologist B. J. 
Fogg, has isolated the elements necessary to keep users of an app, a game, or a social 
network coming back for more. One former student, Nir Eyal, distilled the discipline 
in Hooked: How to Build Habit-Forming Products, an influential manual for developers. 
In it, he describes the benefits of enticements such as “variable rewards”—think of the 
rush of anticipation you experience as you wait for your Twitter feed to refresh, hoping 
to discover new likes and replies. Introducing such rewards to an app or a game, Eyal 
writes approvingly, “suppresses the areas of the brain associated with judgment and 
reason while activating the parts associated with wanting and desire.” Indeed, that brief 
lag between refresh and reveal is not Twitter crunching data—it’s an intentional delay 
written into the code, designed to elicit the response Eyal describes. 

A growing chorus of critics is warning of the dangers inherent in such manipulation. 
Tristan Harris, a former technology designer at Google—and another former student of 
Fogg’s—is a co-founder of the Center for Humane Technology. Harris has likened his 
iPhone to having “a slot machine in my pocket,” and indeed many of its features mimic 
those of the most addictive games on any casino floor. 

Harris has worked to reveal the tactics companies use to keep us hooked. On YouTube, 
for example, the auto-play function deprives viewers of a natural moment at which to 
disengage. But it’s not just that the site keeps queuing up new clips for you to watch. 
YouTube’s algorithms are designed to hold your interest by serving up content you can’t 
resist, and the algorithms have gotten very good. As of 2017, users were watching a 
collective 1 billion hours of YouTube videos a day, more than 70 percent of which had 
been served to us in the form of algorithmic recommendations. Pause over that number 
for a moment: Nearly three-quarters of the YouTube videos we’re watching have 
been fed to us. 

The advent of addiction as the business model of some of the country’s largest 
companies—companies with which many Americans interact every day—has 
fundamentally shifted the balance of power between consumers and producers. This 
was not always the most likely outcome of the digital revolution. In many facets of our 
lives, technology has improved transparency and given potential buyers access to a 
wealth of information they previously lacked. In the analog age, a car shopper would 
have little more than the Kelley Blue Book—and his own time and willingness to kick 
tires—to guide him to the best deal. Some of us appreciate that the Instagram algorithm 
knows whether we are 16 or 60 and whether we prefer Timberland or Tory Burch, and 
markets to us accordingly. 
But the more reliant we become on a given app or platform, the more opportunities its 
makers have to observe our behavior—and the better they understand our behavior, the 
better they become at manipulating it to their own ends, whether their business model is 
serving ads or selling to us directly. It’s a virtuous cycle for the producers, and a vicious 
one for the consumers. Often, we barely recognize that we’re participating in it, because 
the barriers to participation are so low. Many of the most addictive platforms lure us in 
with the promise of a free service. But Snapchat, TikTok, and Twitch can be considered 



free only if we decide that our time, and the personal information we’re providing, have 
no value. 
 
DIGITAL LIFE, WE must remember, is still in its infancy, and the powers of the 
corporations that govern that life are still growing. Companies are studying what we 
search for, what nudges we respond to, and what times of day we engage in certain 
online behaviors. Soon, cameras and sensors will likely be tracking what frightens, 
amuses, and arouses us, allowing data collectors to know more about us than we 
perhaps even know about ourselves. (The Wall Street Journal has reported that popular 
iPhone apps that track users’ heart rate and menstrual cycle were passing that 
information to Facebook, though the social network denied using the information to its 
advantage.) 
 
The suggestion that we need to be protected from such tactics might seem paternalistic, 
and if consumers were the rational actors who populate econ textbooks, it might be: A 
person could decide for herself whether to exchange some amount of privacy for the joy 
of viewing friends’ photos or the convenience of tracking her heart rate. But the 
addiction economy relies on an asymmetrical exchange of information. Users are 
expected to blithely surrender their private information for access to services. The data 
collectors, meanwhile, fiercely guard their own privacy, typically refusing to disclose 
what information they have, whom they sell it to, and how they use it to manipulate our 
behavior. 

And they do, in fact, manipulate our behavior. As Harvard Business School’s Shoshana 
Zuboff has noted, the ultimate goal of what she calls “surveillance capitalism” is to turn 
people into marionettes. In a recent New York Times essay, Zuboff pointed to the wild 
success of Pokémon Go. Ostensibly a harmless game in which players use 
smartphones to stalk their neighborhoods for the eponymous cartoon creatures, the app 
relies on a system of rewards and punishments to herd players to McDonald’s, 
Starbucks, and other stores that pay its developers for foot traffic. In the addiction 
economy, sellers can induce us to show up at their doorstep, whether they sell their 
wares from a website or a brick-and-mortar store. And if we’re not quite in the mood to 
make a purchase? Well, they can manipulate that, too. As Zuboff noted in her essay, 
Facebook has boasted of its ability to subliminally alter our moods. 
 
The company has denied accusations that it uses this power to sell targeted ads; 
others, however, will surely take advantage of our vulnerabilities. Consider “drunk 
shopping,” a bad habit Americans have acquired in the age of the Buy It Now button: 
Various surveys have suggested that it is already a multibillion-dollar phenomenon. It’s 
not difficult to imagine any number of technology platforms determining when we’re 
likely to be tipsy—or discerning it from a slur in our speech or typos in our texts—and 
using that information to time their pitch. 
 
Companies are also leveraging our reliance on them—and their knowledge of us—to 
get us to pay more for their products. By tracking our purchasing patterns (what we will 
shell out for an airline upgrade; how sensitive we are to surge pricing), they can make 
offers based on what each individual is willing to pay rather than what the market will 
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bear. One study found that the price of headphones displayed in Google search results 
varied depending on users’ web history, with prices going up—by a factor of four—when 
past searches suggested affluence. Another study, by the Brandeis economist Benjamin 
Reed Shiller, found that while a seller with access to basic demographic information 
about a specific buyer can gain 0.3 percent more profit than the market price would 
produce, a seller with access to an individual’s browsing history can increase profit by 
14.6 percent. 

Here, too, a fundamental benefit of capitalism is threatened. Traditionally, buyers have 
benefited from what economists call consumer surplus—the difference between what 
we would pay for a good and what sellers actually charge. With their newfound 
information advantage, sellers can retain far more of that surplus for themselves. 
Whether or not the average American understands the concept of consumer surplus, 
individualized pricing violates a sense of fairness: We’ve long assumed—but can 
assume no longer—that the price you pay is the price I pay. 

NONE OF THIS is an argument against progress. Technology has helped create a world 
of convenience and abundance, and it will continue to do so. Properly channeled, it can 
improve the functioning of a market economy. But for society to harness technology’s 
potential, we must understand how it is reshaping our lives. 

In the past, we may not have entirely trusted General Motors or General Electric, but 
most people didn’t believe they were warping our desires or robbing us of our time and 
agency. By contrast, the biggest, best-known companies in the contemporary American 
economy—Facebook, Amazon, Google—are now viewed with growing suspicion and 
mixed emotions. A Pew survey found that the percentage of Americans who think 
technology companies have a net positive impact on the country had fallen from 71 
percent in 2015 to 50 percent in 2019. In part, such sentiments flow from the dawning 
realization that these and other tech behemoths have hooked us on their services in 
order to profit from us. But we’re also beginning to recognize the scale of the time we’ve 
lost. We’re dismayed with how we’re spending our days, but feel powerless to abandon 
our new bad habits, as anyone who has deleted, then reinstalled, the Facebook app can 
attest. 
 
Will these discontents push people toward revolutionary backlash? Perhaps not. But 
that’s almost beside the point. The capitalism that is taking shape in this century—
predatory, manipulative, extremely effective at short-circuiting our rationality—is a 
different beast from the classical version taught in university classrooms. It cannot be 
regarded as beneficent and should not be given the benefit of the doubt. Profit motive 
and the means to create dependency is too dangerous a combination. 

American society has long treated habit-forming products differently from non-habit-
forming ones. The government restricts the age at which people can buy cigarettes and 
alcohol, and dictates places where they can be consumed. Until recently, gambling was 
illegal in most places, and closely regulated. But Big Tech has largely been left alone to 
insinuate addictive, potentially harmful products into the daily lives of millions of 
Americans, including children, by giving them away for free and even posturing as if 



they are a social good. The most addictive new devices and apps may need to be put 
behind the counter, as it were—packaged with a stern warning about the dangers 
inherent in their use, and sold only to customers of age. 

Perhaps the most immediate and important change we can make is to introduce 
transparency—and thus, trust—to exchanges in the technological realm. At present, 
many of the products and services with the greatest power to manipulate us are “free,” 
in the sense that we don’t pay to use them. But we are paying, in the form of giving up 
private data that we have not learned to properly value and that will be used in ways we 
don’t fully understand. We should start paying for platforms like Facebook with our 
dollars, not our data. 

So far there is no better system than market-based capitalism to balance freedom, 
fairness, efficient allocation of goods, and growth. Given the fondness for free markets 
that tends to dominate among Silicon Valley executives, tech innovators ought to tread 
carefully if they want that system to survive. 

 
 


	Capitalism’s Addiction Problem

